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Chapter 1

Introduction

This deliverable summarizes the activity of the second FGBRWworkshop. This
workshop constituted the end of the second phase of thegbrojée aim of this
second phase was to establish a number of working grouph;veaiking group
had to identify a number of emerging threats in their respeereas (malware and
fraud, smart environments, and critical systems). Thesath were summarized
in three threat reports (Deliverable D2.1.x), one per wagkjroup. The goal of
the second workshop was to checkpoint and critically reviesywork that has
been done in the working groups, in particular, the threporms. More precisely,
each working group should present their threats to a largdieace comprised
of experts. In discussions and presentations, we wantedate raure that the
lists of threats are comprehensive — that is, each workingmhas identified all
major threats in their respective areas. Moreover, we vdaiateise the workshop
to establish an initial ranking for the threats presentededgh working group.
Clearly, at one point, it is necessary to prioritize threatd focus the attention on
those that present the largest threat potential to ICT strfnatures and the society
at large. Of course, the assessment of the danger that eaeclt foses, as well
as an analysis of inter-dependencies among threats, iaia &dche third project
phase (which is to be completed by the end of the year). Hawexgeattempted
to leverage the presence of a large amount of domain exgedistain an initial
ranking that would combine and reflect the viewpoints of gdaaudience.

For the second workshop, we decided to invite a number ofteelespeakers
that would give presentations at the beginning of the wargsbn the first day
and later during the second day. The talks set a frameworkhinhathe detailed
technical discussions about the individual threat repmmtdd take place. For these
discussions, the attendees would first break into workingmsessions to perform
the necessary review of the threats that each group had defihen, in a next step,
the outcome of each discussion was presented to the audietarge. This two-
step process served two purposes. First, in the actualssigcusessions, we had
less people involved. This made the discussion processgeahke and interactive.
In the second step, we presented our findings in a succingiofaso the whole
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CHAPTER 1. INTRODUCTION

audience. This allowed everybody who participated in the fiscussion round to
ensure that their opinions were correctly reflected. Intaidiit allowed people
that were present in other working group discussions to $ee other groups did,
and to provide feedback.

According to Annex 1, a total of 60 attendees was consideréed the thresh-
old for a successful workshop. This threshold was signiflgaexceeded, with
a total of 103 attendees. This clearly demonstrates thefisggm interest and
participation to the FORWARD working groups and workshoptoreover, non-
academic participation remains to be strong. 39 attend2&8% of the partici-
pants) came from industry or policy-making institutions.

In this document, we first summarize the three working gragspussions that
were held during the two-day workshop. In addition to thedésion sessions, a
total of 11 talks were given in the form of plenary talks angii@es. Moreover,
we had 7 five-minute work-in-progress talks. These talkssaramarized in the
subsequent chapter. Finally, we discuss the conclusiatsthie consortium has
drawn from the workshop, and we briefly outline the futurecars that we plan to
take in the subsequent, third phase of the project.



Chapter 2

Working Group Discussion
Summaries

In the afternoon of the first day of the FORWARD workshop, theipipants split
up into three parallel tracks — one for each working groupe $hlit was done
based on each participant’s interests and expertise. Tée thsulting groups had
parallel sessions, and joined a discussion on the futureearatging threats for
each domain handled by each working group. The target of ifmiskion was:
(a) receive feedback on the future threats that the workinogigs have already
identified, (b) extend the list of possible future threatthwine ones envisioned by
the participants, and (c) classify threats based on thgiortance as perceived by
experts of the community.

As a quick reminder, the topics and focus of the three workjraups are as
follows:

The Malware and Fraudworking group is concerned with the malware and
fraud-related threats on the Internet. It covers topicsrrage from novel malware
developments over botnets to cyber crime and Internet fraud

TheCritical Systemsvorking group focuses on critical systems whose disrup-
tion of operation can lead to significant material loss oedlten human life. It
attempts to identify emerging threats in this area.

The Smart Environmentsorking group is concerned with ordinary environ-
ments that have been enhanced by interconnected computipnamt. There is
general expectation that a large number of small devices asicensors and mo-
bile phones will be interconnected. The group aims to idgmimerging trends
with respect to security in this domain.

In the following three sections, the findings and conclusioheach working
group discussion meeting are summarized.
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CHAPTER 2. WORKING GROUP DISCUSSION SUMMARIES

2.1 Session: Malware and Fraud

During the afternoon session of the second FORWARD workshup working
group forfraud and malwarevas confronted with a controversial issue. Guided
and coordinated by Engin Kirda and Christopher Kruegelpntae objectives were
to review previously identified threats and to create a eelee rating for them. The
initial plan, which was to create a ranking from 1 to 10 (depeg on the threat’s
perceived relevance for the future) failed. The reason haisdven the experts in
particular fields like malware authoring or social netwarksld not appoint such a
concrete rating to one of the topics. Even with a lot of knalgke and information,

a prediction of how relevant a specific topic will be in 10 yetom now is hard to
give.

Instead, the participants decided to take a different ambroand categorize
the identified threats in three different categories, ddipgnon their importance.
To assess theskreat leve] different metrics were identified and applied during the
discussion. The three most relevant metrics are:

1. probability of occurrence: This metric describes the participant’s assess-
ment of the probability, that the attack in question is alfjuearried out.
Attacks with malicious hardware for example, are very lkigl yield a pos-
itive result for the attacker, if carried out properly. Howge the required
means to carry out such an attack in the first place, reduegstibability of
such an attack enormously. Other factors for the probglalie motivation
of the attacker and possible gain in case of a successfakatta

2. impact: Not every attack influences the whole Internet community nwhe
unleashed. Therefore, an impact rating for specific thisaibligatory. The
impact describes, how many users are affected and what daleag] is to
be expected. A worm lik€onfickerfor example, affects millions of users at
the same time, while the damage it causes is less seriousthanworms
seen on the Internet.

3. relevance: The last measurement that was produced during the disoussio
concerns the relevance to the Internet community as a whdla. every
fraudulent or malicious action necessarily belongs to Thédmain. There-
fore, the relevance for this domain also influences the padeisk con-
nected to a specific threat.

With this weighting mechanism, the working group was abledduct a pro-
ductive discussion. With all threats that were identifieevpsusly, Figure 2.1 vi-
sualizes the outcome of the discussion and the assignethgdiok each element.

Some threats were thoroughly discussed during the sedsemause expert
opinions were rather controversial. The following sedialiscuss these specific
points.



2.1. SESSION: MALWARE AND FRAUD
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Figure 2.1: Threat ranking.

2.1.1 Social Networks

Social networks like Facebook recently experienced anneoos boom. From a
technical perspective, they are not more dangerous tham etleer web site. The
difference simply lies in the amount of private and. possibénsitive data that is
represented by a user account. Research has shown, thabftfstparticipating

users are less suspicious within the community than, fomgka, to spam-mails.
If this heightened level of trust diminishes to the samellegefor the rest of the
Internet remains to be seen.

2.1.2 Underground economy

Although strictly spoken not a direct threat, the undergtbeconomy was iden-
tified as the ultimate enabler for various sorts of attackonfspam campaigns
to credit card fraud, money laundry and rent-a-botnet djpers, the underground
economy always represents a major part of the basic attattrv@ut together and
interconnected, the single technologies and exploits famraconomy that is based
on the same principles as the common econosapply and demand As a result,
the participants within a spam campaign, for example, camd@fold, forming a
group of involved individuals with different objectivescamotivations. The work-
ing group agreed that this structure will also apply to theire. Therefore, it is
rated as an important threat in the final result

2.1.3 User Overload

A lot of today’s threats like cross-site scripting, phighior similar attacks could be
mitigated by various techniques. In reality however, tresations often require a
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CHAPTER 2. WORKING GROUP DISCUSSION SUMMARIES

user to have at least a certain understanding of what thatthreans to him. Fur-
thermore, this knowledge is important to let a user decidatwatspecific warning
dialog means. Even today, users become resistant” togliela They strongly
tend to get rid of annoying interruptions by clicking OK orckappearing ques-
tion. This problem is not a technical one, but of the usenfate. Nevertheless,
it is imperative to wrap new solutions to upcoming and eveatimg threats in un-

derstandable and discreet user interfaces to make suyerh@roperly used. The
working group agreed, that this overload is a constant pralthat is very likely

to persist for a long time and hinder solutions for securitylyiens to catch, even
if they already exist.

2.2 Session: Critical Systems

Erland Jonsson coordinated the session for the Criticale8ys Working Group
(CS WG). The objectives of the parallel sessions were tecollirect feedback
about the emerging threats that had been identified in theafindcshop and then
further refined through discussions within each workingugtoThe FORWARD
consortium especially wanted to discover what a wider grougxperts thought
about therelevanceof the identified threats, if the list can be seercaspleteor
whether some significant threats are missing. As input tdigeussion of the final
result, we also asked about a ranking of the presented shidatre than 35 people
chose to attend the Critical Systems Working Group session.

The agenda for the CS WG session was as follows. First, Edangdson was
to present the background of the working group, followed dgheof the emerging
threats that had been identified by the working group. It weddid that each
threat should be presented one at a time, and that the aedientd give feedback
directly. When all threats had been presented, there wasesstot for giving over-
all feedback on the work and comment on any potentially mgs¢ihreat. Three
people also expressed a willingness to give a short pragantan material related
to CS WG. Damiano Bolzoni was to present the work done on SCAitems.
Aljosa Pasic was to present the results of the first worksHoined PARSIFAL
project. Finally, Hong-Linh Truong would present his thatggon how to empha-
size the human role in the critical system.

After the agenda was settled, Erland Jonsson started pirgséme background
of the CS WG. The working group was formed during the first FGHRB work-
shop in Goteborg, Sweden, and has since then compiled anasdesd important
threats related to critical systems. Erland Jonsson sjpamé sime describing the
focus of the working group and its scope. This can best beithescby Figure 2.2.
He emphasized the fact thaéw emerging critical systenexist, such as theon-
nected carand that systems such as these also need to be considenedcimitent
work.

A question was asked from the audience related to our use @fdhdssecurity
versussafety(see Figure 2.2). Several people in the audience chimeddlatiby
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Figure 2.2: A model of a specific system for critical servicé& do not consider
threats directly targeting the critical system (CS) (dibtire).

the meaning. Overall, people agreed with our defined scopleeofroup and the
use of the terms.

After the introduction, Erland Jonsson presented the fignoerging threats
that had been identified by the experts connected to the agugioup. At this
time, the threats were only sorted into the methodologigatgdhe FORWARD
consortium has identified for guiding the work.

When presentingensors as the “New Computing Claskfland pointed out
that in such environments the adversary may sometimes haxe powerful hard-
ware than what exists within the sensor network under attalperson in the
audience commented that we should also consider that tekattmay have more
powerful software.

The following threat related to New Generation Networks (fi&pled to a wide
discussion. First, the audience asked about our definifidmeatand Erland Jons-
son had to reiterate some of the earlier discussions we laleithin the working
group to set a common baseline for all the participants irsdssion. Fortunately,
we also had copies of the draft report produced by the woringp, and we could
there show the threat definition used by the three workingggo Having settled
the background, the discussion turned to the role of thewsnel versus the pro-
tocols. There was expressed an opinion that security stetyeiapplications and
they should be made more secure. Michael Behringer had a eatmagarding
the complexity of networks. He believes that systems arerbéty so complex
that they cannot really be understood and this in turn wétliéo more insecurity.
Some people wanted a more general threat description iagdte infrastructure
running the network, and not towards NGNs specifically. Sqauicipants also
voiced the concern of the cost considerations that is nasnafoverning decisions.
It is seldom people are willing to pay for resilience, evertha critical systems’
domain.

There were minor comments to the following three threatsemted, but the
next topic that spurred a larger discussion wasldke of COTS component®©ne
of the problems here is that different groups of profesdsodafineCOTSdiffer-

11



CHAPTER 2. WORKING GROUP DISCUSSION SUMMARIES

ently. Aljosa Pasic summarized the viewpoint of severalpfmin the audience,
when he pointed out that we should emphasize two points wisaugbing the
risks related to COTS components and systems. The first dexipe use of COTS
components in a context never envisioned for them. The skisothe composi-
tional effects that have never been tested when many COT&nsysare working
together.

After a break, threats related to the human factor were ptede Many in the
audience agreed with the descriptions of the problemsegbliat the human factor
and some even went as far as stating that threats relateid tprélup are among the
most important. As systems become more complex, users hiavgea ability to
make more severe mistakes. There was a consensus thatltgghti@tadapts to
the humans very important but many times forgotten. Humans will makistakes
and the technical system should compensate for them. Fomtine, the human
factor has been identified in security research for a long tiout the area is not
very well explored. There should be more research effodsded on this area.

After the threats were presented, Erland Jonsson askedddbéck from the
audience to create a first ranking of the threats. Among tteath that were seen
as the most important, several corresponded to the humégor.fakthe result was
the following informal order among the threats:

* Threats deemed as very significant

— The Human Factor
— The insider threat to critical infrastructures

« Threats deemed as significant

— Wireless communications in critical industrial appliceis

Retrofitting security to legacy systems

Sensors as the “New Computing Class”
New Generation Networks

Hidden functionality
» Threats deemed as less significant

— Use of COTS components

— Safety takes priority over security

— Cultural differences between control and security comumesi
— Attacks against the Internet

We realize that this simple inquiry is not scientifically Welunded, but could
still serve as a first approximation.

After the discussion, Damiano Bolzoni presented his worHteurthe project
called "S3SCADA — Secure and Survivable SCADA”. There wemuenber of
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questions related to his research, which led to quite aylidiedcussion. After that
Aljosa Pasic summarized the first workshop of the PARSIFAbjgmt. This is
a European Union project closely related to the Criticalt&ysWorking Group,
which deals with the financial infrastructure protectionl @nwas very interesting
to hear about the findings of this workshop. Finally, HongH.iTruong spoke
about the role of the human in critical systems, and the needake the human
more explicit when we discuss such systems.
After these discussions and presentations, the workingpgsession was closed.

2.3 Session: Smart Environments

Coordinator of the smart-environments working group wasriSdoannidis (SI)
representing ICS-FORTH, and he was joined to lead the dismudy Georgios
Portokalidis (GP) representing VU Amsterdam. The audieswesisted of well
known members of the research community from all over thédvdio kick off the
session, Sl gave a short presentation about the FORWARBqtrand the smart-
environments group in particular. The scope of the smarir@mments group, and
a list of future threats as generated by the project weremissented. The token
was then passed to the audience and discussion was initiated

The second day of the workshop, the leader of each workingpggave a
presentation discussing the conclusions made from thagueday’s sessions.
This arrangement made possible for workshop participdmatswere allocated in
one of the other parallel sessions to also provide theiriopian the subject.

In the rest of this section, we will discuss the feedback arsijhts gained
during the workshop . We will close with a rating of each thigsit was expressed
by the participants of the initial group, and any commentgired afterwards.

2.3.1 Session Feedback

Smartphones. Smartphones have been identified by FORWARD as one of the
major vector of new threats in smart-environments. Theragni is based on the
facts that smartphones today are very similar to PCs in mapgais, but they
also exhibit special traits as: high-connectivity on diffiet networks (3G, WiFi,
Bluetooth and others), limited power (battery), lack ofis#g software.

During the discussion the audience gave special noticétteeatensors that are
being used on smartphone devices. Examples of sensorséhaimentioned are:
GPS, compass, accelerometer, camera, and microphonee 3&esors generate
valuable information for the user of the phone, such as imcamovement direc-
tion, video and audio. Furthermore, these sensors arentiyreontrolled fully by
software, which means that they can be easily exploited faglers having com-
promised the device. The user of the phone receives litdldidack on the sensors
that are activated at any given moment. A counter exampia fhe PC world was
brought up. Cameras embedded on notebooks these dayseddcudard-wired
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notification LED, indicating whether the camera is actidatdhe problem is ex-
acerbated by the vendors of these devices, who are actuallingnin a different
direction, trying to hide as much complexity of their systagpossible.

Sensors.Besides the sensors we just mentioned above, today we aoeisded
by a great number of sensors designed to make our envirorfisraarter”. Such
sensors might include for example temperature, and moveseasors located in
many modern offices.

Some of the participants thought that it is a problem thatagudently ignored
due to the simplicity of the sensors, and the informationegated. An example
showing that even these sensors can become a threat wasibupygnentioning
how researchers were able to use temperature sensors th abien a certain
person enters his office. They were able to deduce this irgtom by looking on
small temperature increases that occur when a person igsaittoom.

RFID. RFID chips are today continuously increasing in usage. &ekers have
already shown that there are ways to attack such chips byfigg skimming or
relaying.

A possible important issue brought up during the sessionthepossibility of
impersonation of a legitimate user by an attacker.

Home and Office Automation. An increasing number of devices in our home and
office is today interconnected, in an attempt to automateyrdaity mundane tasks
for users. For example, consumer electronics such as §jgieto frames, clocks,
etc, are given wireless networking capabilities to enabltalk to each other or a
central server.

An important issue identified during the session was thatsusee frequently
unaware of this. This introduces potentially malicioustees within a home net-
work that users are completely unaware of. As is usually #secunexpected
attacks can often cause cause more damage. Another pantnalde, was that
offices are far more likely to be attacked, as there are fgetgootential financial
gains to be made.

Social Networking. Social networks have been growing at an amazing pace. Users
tend to share private information on these networks witlcousidering the poten-
tial impact this data may have in the wrong hands.

During the session a participant mentioned how such nesvark used by
employers in the US. By going through an applicants Facelpooiile, employers
attempt to extract information that they use to help themidgeon hiring. As
users are often careless, or do not even control the daterkext these networks,
important privacy issues arise.

Aviation Security. Aviation security is obviously a very important subjectdan
many ways overlaps with the work done by the critical systeonkimg group. In
our case we examine the threats that can be introduced bygid environments
within an aircraft smarter. Modern aircrafts are fitted withltimedia systems, and
offer services such as telephony and Internet access.
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Some very serious concerns were brought up by members adsbima. Firstly,
it was mentioned that because aircraft makers attempt tweedeight as much as
possible, the fibre installed in the aircraft to deliver cohtnessages, and sensor
information is actually shared with the entertainmenteystFurthermore, makers
are already considering using wireless network to connetipuiters within their
aircrafts to further reduce weight. These facts may intcedimportant security
problems. Attackers could be able to exploit faults in theegainment system to
tap into the aircraft’'s control, or falsify sensor data. NMuayinto wireless com-
munications, poses an even greater threat as it would makeeintially easier for
attackers to tap on the network, or could enable them to janmuanications.

Vehicular Automation. Vehicle automation is another area that the smart envi-
ronments group overlap with the critical systems group. ifi@uour session we
discussed issues that arise from vehicle communicatidmitgienvironment.

A participant mentioned that such systems are already used.example,
in Valencia, Spain ambulances are fitted with sensors thatramicate with the
traffic lights system to ensure a fast path to the hospitahaut red lights. It is
obvious that the abusing systems such as this consists amtanpthreat.

Multicore Threats. Multicore systems are becoming the standard today. This
parallelism might give ground to new threats that aim to exphce conditions
and interdependencies in this new technology.

Discussion on this issue concluded that it is probably vengHor attackers
to exploit such issues. Even though, such attacks wouldtadfesignificant size
of the population, trends that show that attackers pick tith pf least resistance
to accomplish their goals, make it improbable that sucheisswill be extremely
important.

Malicious Hardware. As most hardware fabrication is nowadays outsourced, ma-
licious hardware is also becoming an issue. Circuits carddedhon chips at the
fabrication plant to offer a backdoor to potential attasker perform some other
action. It is technically very hard for vendors to detect tilee the produced hard-
ware follows their design to the letter.

Members of the session agreed that this is becoming an iengassue. Spe-
cially, in the US the possibility of malicious hardware ugedespionage, or even
for terrorist activities is considered an emerging thré&itential solutions to this
problem were discussed, with the most prominent being tieeofissecure and
trusted fabs for critical hardware such as the one used atiamiand the military,
and the runtime detection of such malicious hardware.

2.3.2 Threat Rating

During the session a rating of the various threats was stptt emerge. To as-
sist the procedure of assigning a criticality level to eduleat, SI proposed that
the session reach a consensus on the factors that play theémpastant role on
determining this rating.
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The following factors were identified:
1. Immediacy:This factor determines how imminent a threat is.

2. AwarenessThis factor determines the level of awareness of the pulbit a
the research community for each threat. The higher the awasethe more
likely it is that the threats will be addressed in a timelyhias before they
are realised.

3. Impact: This factor determines the size of the affected populatipa ber-
tain threat.

Having defined a set of factors to assist the classificatichrefts, the group
proceeded to classify threats in three rartkigh, Medium andLow.

High Ranked Threats. It was agreed that threats that immediately impact the
privacy of users and organisations are the most critica.o8ach threats can have
a significant and immediate impact to a large number of usBrs/acy related
threats dominate the areas of:

« Smartphones

* Sensors

* Home and office automation
e Social networks

The problem can be only made worse, if one could aggregatefibrenation
from all this areas. Public awareness seems to be a very fampdactor on ranking
privacy related threats the highest. Today, most users sedm either unaware,
or to be ignoring the gravity of such threats. It is necesslaen to look at these
issues seriously and promptly.

Medium Ranked Threats. Threats that we will encounter frequently in the future
were included here. Such are:

* Vehicular automation
« Aviation security

Threats in these areas are very real, and it is very likelgzvtigsencounter them
in the future. The fact that the industries involved in thassas can comprehend
the seriousness of potential threats allows us to clags@yntas oimediumimpor-
tance.

We should note here that during the discussion on the seandfdhe work-
shop, some objections were expressed on whether the threlatsging to this
ranking should not be more important. The argument on thigtibat such threats
seem to have larger impact. Even though we do partially agreelo also do be-
lieve that industries in this area are more mature when adirg the issues.
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Low Ranked Threats. Threats that are very hard to realise, or sometimes their
solution relies to policy making were put in this categorycls are:

* Multicore threats
* Malicious hardware

Threats in these areas should not be considered triviaféatj®r unimportant.
Nevertheless, having a finite amount of resources to usadgling potential future
threats, our discussion with some of the research commisieitperts showed that
these should be of lower priority.
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Chapter 3

Position Papers

In this chapter, we present the individual contributionsmofkshop participants.
As mentioned previously, we had a total of 11 plenary talkd @artalks in the
work-in-progress session. We asked each speaker to prastiert abstract that
summarized the ideas and opinions that this speaker aimpresent. In many
cases, we received these abstracts - in these cases, theitetuded with only
minor edits. In many other cases, no abstract was made bieattaus. In those
cases, we summarized the talk based on the slides and tles{atsn.

Within each section, the talks are sorted alphabeticallisoAnote that two
speakers (M. Dacier and M. Costa) decided that they do nditthvesr presentations
to appear publicly (because of the restrictions imposedby employers).

3.1 Workshop Plenary Talks

M. Dacier:
New threats ... What, why, who ...?

In his talk, Dr. Dacier was aiming to stimulate discussiolte first started off
by summarizing his understanding of the workshop. In paldic he stated that
the workshop, according to his opinion, aims to identify ribreats that malicious
actors have not started using yet. He then continued tdycthat a new threat can
be a completely new threat that no one had thought aboutdefdithe same time,
it can be an old threat that had not been exploited yet.

Some open questions that Dr. Dacier put forward were:

Do threats all rely on the same underlying technologied, zan we handle
them all using the same strategies/tools/tactics?

« Do we first need to identify the various ecosystems and stugly indepen-
dently from each other?
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« Are these various ecosystems likely to interact, coopai@gether so that,
by studying a (small ?) subset of them, we could indirectrieabout the
others?

When looking at threats, it is important to analyze themrddieally. A sci-
entific method consists of principles and procedures forstlstematic pursuit of
knowledge involving the recognition and formulation of alglem, the collection
of data through observation and experiment, and the fortimaland testing of hy-
potheses. Hence, in order to understand new threats, wamkxxk at the existing
data.

In the past, the Symantec Internet Security Threat Repsrtaeered 6 month
periods from January 1st to June 30th and July 1st to Dece8ilstr This report
covers full year periods for the first time. All trending niesrin the report compare
the full year 2007 to the full year 2008. In his talk, Dr. Dagesented a small
subset of the findings.

According to the report, attackers are now increasinglgeting end users by
compromising high-traffic, trusted websites. Also, theg aroving their oper-
ations to regions with emerging Internet infrastructured,an some instances,
developing and maintaining their own service provisionirgross-functional in-
dustry cooperation in the security community is becomingenative.

Dr. Dacier reported that attackers locate and compromisigltathaffic site
through a vulnerability specific to the site, or in a Web agatlion it hosts. Once
the site is compromised, attackers modify pages so matiacioatent is served to
visitors.

In 2008, Symantec blocked an average of more than 245 miflttempted
malicious code attacks worldwide each month. Over 60% of&yets malicious
code signatures were created in 2008. Over 90% of threatewdired in 2008 are
threats to confidential information.

In 2008, Symantec identified 15,197 distinct new bot C&C sesyof which
43% were over IRC channels and 57% over HTTP. Interestitigdylnited States
was the country most frequently targeted by denial-ofiserattacks in 2008, ac-
counting for 51% of the worldwide total. At the same time, thated States was
the top country of origin for Web-based attacks in 2008 antiag for 38% of the
worldwide total.

In 2008, 95% of attacked vulnerabilities were client-sidénerabilities and
5 percent were server-side vulnerabilities. Hence, Mr. i€aoelieves that the
largest threat currently are client-side attacks agamgilesers.

M. Behringer:
Complexity and Security in ICT Systems

Modern ICT infrastructure is becoming increasingly complaeasured on a num-
ber of different parameters. Security on the other hand baas been as inversely
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proportional to complexity. If these statements hold tthen the security of ICT
infrastructure is decreasing. New ways of managing conilplexte needed to
maintain or even increase the level of security for a systéfichael’s talk dis-
cussed various ways how complexity in a system is changimywat the possible
effects on security are.

Complexity of a system can be measured intuitively by a nurobactors:

The size of the system (number of components)

¢ The number of communications channels per component

The state per component

* The human interface

These parameters are not independent, but correlatedx&mipde, if there are
more components in a system, the state per component ig lkbke greater, since
more components need to be tracked.

Security is also linked to the above factors, but inversélg:the number of
components and communications channels increases, inescmore difficult for
humans to understand all possible connections, and tordapigropriate security
measures. This can be hidden to some extent by a simple usdaae, which
limits the actions a user can execute, and consequenthethgity exposure of the
system; however, internally the system may remain pronedorgy issues related
to complexity, such as misconfigurations, or other openationistakes.

Traditionally, the security approach has been to limit tegrdes of freedom of
a system, and thus its complexity. For example, in a seculditg the number of
doors to a secure zone is strictly limited, and only few erygés have access. In
a network, a firewall limits which component can communicain which other
component, using only a pre-determined set of communitat@hannels. The
downside to this approach is that as systems become mordeqrtipe security
policy also becomes more complex.

For each system there is a threshold of complexity up to wthehsystem
behaviour can be modeled. Above this threshold the behavienomes non-
deterministic, and can only be simulated in an approximatg Where is a general
perception that it is generally desirable to have detestimsecurity behaviour.
New models may be required to model security on an approgitestl.

Approximate security parameters already exist, for exampputation. In
this model, a client or server is not confirmed binary as "s&tcar not, but one
or several third parties provide subjective reputatiorsdu®s, which can be used
locally to make a security decision. If this type of non-mnaubjective decision
processes is increasingly used to control increasing aaxitpl then new models
on controlling security of large networks need to be devetbpAs ICT systems
become increasingly complex, it is becoming harder to cbiiteir security. New
security approaches are needed, which are able to evaloatbimary decision

21



CHAPTER 3. POSITION PAPERS

values. Implementing such non-deterministic securitysiees models across large
infrastructures is little known today and requires moreagsh.

J.Bonneau:
Unique Security Challenges for Online Social Networks

Once a niche application for students, social networkingsshave recently ex-
ploded in mainstream popularity. The largest have becom®laEx systems with
hundreds of millions of users, billions of photos, and ttemgs of third-party ap-
plications. The oft-derided buzzword “Web 2.0” has becomuppetic as SNSs re-
peat the growing pains of the larger Internet. SNS operditave re-implemented
existing protocols such as email, instant messaging, R&S0aenID within their
own walls. They have implemented their own markup languagesspawned an
industry of third-party software developers. Not surpigdy, SNSs are contin-
ually criticised for their perceived insecurity. The list threats is well-known:
phishing, spam, cross-site scripting, malware, data aedtity theft. This talk,
however, focused on what is different and argued that matlyesfe problems are
fundamentally more challenging in the SNS environment.

» Easy Social Engineering: The existence of easy acces®tsdtial graph
makes many scams more effective. Phishing emails are oodleragni-
tude more effective from friends than from strangers. 4Ehshave also
become common, where a compromised account is used to tegueser-
gency wire transfer from a “friend.”

« Personal Data: Privacy concerns are intensified by théyhjigrsonal nature
of uploaded information. Encouraged by SNS operators, geunsers view
their profile as a private space and upload highly sensitata.dBecause
social networks require sharing to be useful, it has provffidwt to design
usable access controls. There are also many gray areasitentproduced
collaboratively.

« Data Centralisation: Network effects predict that a reltoronopoly should
arise for general-purpose SNSs, and indications are titatieak is becom-
ing dominant. The centralised architecture of SNSs plattassear data in
operator-controlled silos. This data is attractive to m#nyd parties be-
cause it is easy to access, complete, and consistently fiandt also con-
tains much information that is not available elsewhere,drtipular the so-
cial graph. SNS operators have retained broad legal rightsé this data
however they see fit.

e Economics: The business model for SNS operators remaiefined. Most
proposed revenue streams involve compromising user priscasome ex-
tent. There are also serious questions about liability fovapy violations
between the SNS operator and third-party developers.
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D. Brumley:
Security that helps attackers

A defining characteristic of security research is the presefattackers. Normally
we try to develop techniques that defend against attack@rg.what do we do
when security research, techniques, and best practicearthantended to protect
systems can also potentially benefit attackers?

First, we consider software patches. Software patcheypigatly assumed to
help security. After all, each time a vulnerable user itstalpatch, there must be
one less vulnerable program in the world, so security must imaproved.

We show that patches can also help attackers. In partiouamtroduce the
delayed patch attack. In the delayed patch attack, thosefivgtaeceive a patch
have a security advantage. The security advantage ar@astifie intuition that a
new patch reveals some information about the bug being fixed,attacker can
use that information to create exploits. We demonstrateléi@yed patch attack
against Microsoft Windows updates. We do not require socode, and can create
exploits often in a matter of minutes. We discuss the proscoms$ of several
possible defenses.

Second, we consider the problem of filtering out exploitsasedwith intrusion
prevention/detection systems. We show that accurate fiimrs (i.e., signatures
in an IDS system) also leak enough information that an agtackn use them to
create exploits.

Overall, this talk focuses on the general problem of segudistributing infor-
mation about vulnerabilities. We also touch on the ironyt tha techniques we
employ were originally intended to verify software as safe.

M. Costa:
Attacks on Extensions of Commodity Operating Systems

Operating system extensions such as device drivers, fiteragsand network pro-
tocols, allow users to customize systems for specific usesw dktensions for
commaodity operating systems appear at a rate of many thdsigzer year. These
extensions have a defect rate 3 to 7 times higher than thetipgisystem ker-
nel. This poses a major security challenge because extenare fully trusted and
share the address space of the kernel.

W. Lee:
Automatic Reverse Engineering of Malware Emulators

Malware authors obfuscating their code recently beganumiod emulated mal-
ware. They convert native malware binaries into bytecodgiams using random-
generated instruction sets, paired with a native binarylaoiuthat interprets the
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instruction set. No existing malware analysis technique rediably defeat this
obfuscation technique. In his talk, Wenke presented theMiosk in automatic
reverse engineering of malware emulators. The proposeditlgs are based on
dynamic analysis. More precisely, one executes the entutatdware in a pro-
tected environment and records the entire x86 instructiacetgenerated by the
emulator. Dynamic data-flow and taint analysis over theet@tables identifica-
tion of data buffers containing the bytecode program andaetion of syntactic
and semantic information about the bytecode instructian \8éth these analysis
outputs, Wenke and his team is able to generate data seactike a control-flow
graph (CFG), that provides the foundation for subsequehivana analysis. This
was implemented in a proof-of-concept system called RotaluThe system was
evaluated using both legitimate programs and malware detluly VMProtect
and Code Virtualizer. The results show that Rotalume atelyreeconstructed the
original software’s execution paths from its represeatatis unknown bytecode.

D. Gollmann:
Scalable Development of Secure Software

The Domain Name System is a distributed directory systemdtreving infor-
mation about hosts. It is increasingly used for access cbimtmwveb applications.
For example, host names are used by browsers to enforce sayimepolicies on
cookies or on connections requested by applets; SSL ralieedificates where
typically a host name appears as the distinguished nameseTdexurity mecha-
nisms can be compromised by subverting the Domain Name i8y<&ven that
the Internet has become a critical infrastructure becatfitheoapplications de-
ployed on it, given that many applications make use of seasdata, securing
those applications is an important task. In the context oéss control and DNS,
the fundamental question is then whether to make “DNS marers¢ i.e. accept
the fact that today DNS is asked to do more than it was orilyirdgsigned for,
or whether the current and emerging access control problergs in mash-ups
of web applications, should be approached from first priesiand alternatives to
access control based on host names should be developeds imay we would
separate the security of the infrastructure provided by amfiications from the
infrastructure used to facilitate communication in the Web

P. van Rossum:
Wirelessly Pickpocketing a Mifare Classic Card

The Mifare Classic is the most widely used contactless sraafton the market.
The stream cipher CRYPTOL used by the Classic has recerdly leverse engi-
neered and serious attacks have been proposed. The mosssarthem retrieves
a secret key in under a second. In order to clone a card, pgyiproposed at-
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tacks require that the adversary either has access to asdeapped communica-

tion session or executes a message-by-message mansinetie attack between

the victim and a legitimate reader. Although this is alredbastrous from a cryp-

tographic point of view, system integrators maintain thnetse attacks cannot be
performed undetected.

In the talk, Dr. Rossum proposed four attacks that can beuts@dy an ad-
versary having only wireless access to just a card (and reidgitimate reader).
The most serious of them recovers a secret key in less thatoag®en ordinary
hardware. Besides the cryptographic weaknesses, Dr. Rastsowed other weak-
nesses in the protocol stack. A vulnerability in the compaoiteof parity bits allows
an adversary to establish a side channel. Another vulrityaieigarding nested au-
thentications provides enough plaintext for a speedy knplamtext attack.

T. Jaeger:
A Case for Building Integrity-Verified Communication
Channels

A variety of distributed computing platforms are now prevd| including web
farms and service-oriented architectures, and severatotre emerging, such as
cloud computing and smart metering systems. The correcabpe of these dis-
tributed systems depends on the correct operation of tlomistituent members.
However, current approaches do not enable clients of siatkreg nor other mem-
bers to validate correct functioning of all members. Justifon of integrity is
either implicit (e.qg., trust that the bank administers b site correctly) or fine-
grained and limited to a single machine (e.g., based on emit¢station). Trent
proposes that integrity-verification of a distributed systbe obtained as part of
creating a secure communication channel with that systdrat i§, he proposes to
extend the authenticated, secure communication chanr@l&ed via SSL/TLS
to integrity-verified, authenticated, and secure commation channels (integrity-
verified channels). In his talk, Trent motivated the needsfoech a feature in dis-
tributed systems, outlined technical challenges, andridiestrecent results show-
ing how they enable the construction of integrity verifiedichels. In particular, he
detailed the design and implementation of integrity masit&M-based services
to mediate all integrity-relevant operations, and asymebus attestation, a mech-
anism that enables high performance generation of inyegrdofs for communi-
cations. Trent's team has built these mechanisms on Xen Bhth&x systems,
and in his talk, he showed his evaluation results.
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C. Kreibich:
Technical and Sociological Infiltration of the Underground
Economy: Possibilities and Issues

Spam-based marketing is a curious beast. We all receivedifetesements “Ex-
cellent hardness is easy!,” but few of us have encounteregrsop who admits
to following through on this offer and making a purchase. Amd, the relent-
lessness by which such spam continually clogs Internetxedodespite years of
energetic deployment of anti-spam technology, providekeniable testament that
spammers find their campaigns profitable. Someone is cleéasting. But how
many, how often, and how much?

Unravelling such questions is essential for understanttiegeconomic sup-
port for spam and hence where any structural weaknessesignaynfortunately,
spammers do not file quarterly financial reports, and the ngndend nature of
their activities makes third party data gathering a chgkeat best. Absent an
empirical foundation, defenders are often left to speeuts to how successful
spam campaigns are and to what degree they are profitableex&omle, IBM’s
Joshua Corman was widely quoted as claiming that spam sehelfytorm worm
alone was generating millions and millions of dollars evéay. While this claim
could in fact be true, we are unaware of any public data or auetlogy capable of
confirming or refuting it.

The key problem is our limited visibility into the three bagarameters of
the spam value proposition: the cost to send spam, offsebdogdnversion rate
(probability that an e-mail sent will ultimately yield a e@l and the marginal pro it
per sale. The first and last of these are self-contained andtdaast be estimated
based on the costs charged by third-party spam sendersrandliithe pricing and
gross margins offered by various Internet marketing afffiligrograms. However,
the conversion rate depends fundamentally on group actionghat hundreds of
millions of Internet users do when confronted with a new @ie€ spam and is
much harder to obtain. While a range of anecdotal numbess, exé are unaware
of any well-documented measurement of the spam converaten r

In part, this problem is methodological. There are no appamethods for
indirectly measuring spam conversion. Thus, the only alwviway to extract this
data is to build an e-commerce site, market it via spam, agwtiicord the number
of sales. Moreover, to capture the spammers experiencefulitfidelity, such a
study must also mimic their use of illicit botnets for dibtriing e-mail and proxy-
ing user responses. In effect, the best way to measure spgarbesa spammer.

In his talk, Christian presented a study they have conduthedigh sidestep-
ping the obvious legal and ethical problems associated setiding spam. Crit-
ically, this study makes use of an existing spamming botmat. infiltrating its
command and control infrastructure parasitically, thepvireced it to modify a
subset of the spam it already sends, thereby directing desested recipients to
servers under our control, rather than those belongingetsplammer. In turn, our
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servers presented Web sites mimicking those actually tidstehe spammer, but
defanged to remove functionality that would compromisevibBms system or re-
ceive sensitive personal information such as name, addressdit card informa-
tion. Using this methodology, Christian and his colleag@ge documented three
spam campaigns comprising over 469 million e-mails. Theytified how much
of this spam is successfully delivered, how much is filterggbbpular anti-spam
solutions, and, most importantly, how many users clickiigh to the site being
advertised (response rate) and how many of those progressdte or infection
(conversion rate).

M. Monga:
Coping with a mash-up of threats in web applications

The Web is no more a static repository of data. Increasinghh sites offer full-
blown applications to their visitors, who access them tgtoa web browser. The
first generation of web applications was server-based (ibetgust presented the
server’s static output), but now the client’s contributimnthe application logic is
often quite relevant: the server provides data and compuotathat are eventually
executed by a client-side interpreter embedded into thedwo(e.g., a Javascript
virtual machine). This kind of rich Internet applicationseandeed distributed
systems in which the client and the server dialogues by USifigP requests and
responses. This strategy has several advantages botle fegr¥ice provider, since
the computational load is partially devolved to the cliemig for the end user, who
experiences a greater interactivity. This strategy habledahe spread of web
applications as complex as Google Docs or OpenGoo, fulliufed office suites
that can be used through standard web browsers. Howevempyications may
expose the user to severe security risks. Although thetatiede executes in a
sand-box, the user has currently no standard means to maniiéor control what
her/his browser will do. In fact, the sand-box just protehtsintegrity of the sys-
tem outside the browser, but the confidentiality of the infation manipulated by
the browser itself (cookies, browser variables, input deti@) and the availability
of the browser’s services are at risk. The first danger is thstritical: the appli-
cation could (maliciously or erroneously) disclose sévesitlata to the server. The
problem emerges in its maximum criticality in the so calledsimups, i.e., web
applications that combine data and functionalities frontartban one source into
a single integrated tool: the user could be unaware of tha@rmdtion exchanges
among the involved actors behind the scene. Let us imagiserwho is using a
service (provided by X) that mixes hotel booking (providgd&) with a city map
service (provided by B): when she/he discloses her/hisitccadd number to the
application (A needs it to perform the transaction requesie X), she/he would
like to know if the sensitive data is given also to B, that app#y has no reason to
access it; in fact, the implied trust relationships aregattomplex. While the issue
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could seem similar to the traditional problem of executirgptentially dangerous
application on a user machine, it presents the followingufiedties:

« the code is often dynamically generated (by the serverjaagdchronously
executed (by the client): this makes static analysis ambes difficult to
use;

« the application evolves very rapidly and its developmeighthspan multi-
ple organizations: this makes unpractical (or even unféasihen unrelated
actors are involved in a new mash-up) solutions based oificatibn au-
thorities or on the provider reputation.

It is worth noting that browsers normally enforce a sameionmplicy which
states that scripts loaded from a given domain (sometingether with the port
number) cannot access data belonging to any other domais, Aidwever, makes
things even worse: in fact, in order to overcome this lindtat mash-ups present
themselves to the final user as a single-origin rich Inteapglication, while the
mashing up of code and data from different services is hidddrnd a web appli-
cation proxy. Thus, the problem is to understand what thecese do to get some
assurance that an application made of two parts, of whiclpotentially controlled
and monitored by the user, does not expose her/him to unedsecurity threats.

3.2 Workshop Work-In-Progress Talks

V. Ganapathy:
Analyzing information flow in Javascript-based browser ex-
tensions

In his work-in-progress talk, Dr. Ganapathy described &n@pe for analyz-
ing information flow in Javascript-based Browser ExtensidBrowser extensions
are available for all major browsers in the form of plugingveser-helper-objects
and add-ons. The focus of Dr. Ganapathy’s work are Javaduaiged extensions
(JSEs) such as GreaseMonkey, Firebug, and NoScript as JdeEskaowser se-
curity. The sandboxing of a Javascript program in a JSE isadetjuate. The
Javascript, unfortunately, is not constrained by the sariggn principle. JSEs can
access cookies, browsing history, and the location baro,Afglicious web sites
can misuse privileges of JSE to violate confidentiality amddrity. Dr. Ganapa-
thy and his team have modified Firefox’s Javascript intégor® track information
flow labels. Their tool helps to protect users against sgcuiolations as suppos-
edly benign JSEs often have suspicious information flows#dzaiire white-listing.
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J. Luna:
Fighting financial e-fraud: BDCT’s RAFFI and eCrime pro-
jects

The financial sectors in Spain (and Catalonia, in parti¢utaditionally have been
a pioneer in the incorporation of Information Technologee®sl Communications
(ITC) in their business models, so its development is stsoliigked to this sector.
Today, most prestigious financial institutions have adbmisline banking as a
communication and management channel for clients, ofictiem the ability to
perform virtually all the transactions that can take plarctne real world. For some
institutions, these virtual operations represent imparsavings. However, online
banking also represents an attractive scenario for a lotainginals, this being
one of the main barriers to increase its use.

Financial institutions have the obligation — and desire sdfeguard the inter-
ests of their clients and offer online services, so even rieanigels (i.e., mobile
phones and Digital TVs) must adopt measures to maximizeathsacurity.

RAFFI is a 2-year long joint project that aims to design negodthms and
tools to prevent, detect, and mitigate the attacks that ntéghet the various chan-
nels used for electronic banking, with a special focus oniteagvices, Web, and
the Digital TV.

The leadership of this project comes from one of the biggdstrks in Spain,
thus allowing RAFFI's research and outcomes to focus towlaedreal needs of
the financial sector. Involved partners (4 small and medsizad businesses, 3
universities and 1 technological center) will increasdrtdegree of knowledge
and strengthen their competitive position.

V. Kisimov:
Security threats in banking systems

The presentation is made as a result of the analysis of theig@security threats
that exist in banking ICT systems. Generally, the set of sigcthreats is an open
set, which extends every day. In each moment, new threats@aéed. Indepen-
dently of this, the current presentation has an aim to dlatse threat types and to
establish their role in the different areas (domains) oftéweking ICT system.

As a starting point to the presentation, the threat actiategtion lifecycle is
established, explaining the cycle from the creation of adhto its mitigation and
possible protection. The lifecycle consists of 6 steps inctvhhreats affect the
banking system. The lifecycle can be applied as an itergtiveess, used to iden-
tify a threat, find business exposure and decrease its effénet threat can act in
different places in the banking ICT system, and for thisoeathe threat identifica-
tion has to be done on macro business level - risk manageass®t management,
and security exposure management. With proper safegganmi@asures, the threat
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effect can be mitigated or stopped. All these steps arecoberected in the threat
action-protection lifecycle.

One of the ways to decrease the threat effect is implemenskgnanagement.
Via risk management, the places where threats can be agdieell as their ef-
fect to the banking systems can be reduced seriously. Thsemmetion showed a
specific methodology for risk management, created by theoauthrough which
different solution of security architecture can decreaselace and effect of secu-
rity threats. After applying such a methodology, then thredhanalysis has to be
applied, which means there will be less places where thoaaitsict and less effect
of them can be expected.

A. Hainer:
Security assessment by communities: fact or fiction?

In his talk, Andreas Hainer discussed if it is possible to eousity assessment by
communities. He first talked about the current securityuatés of users. It seems
to be evident that users largely trust web sites and apjgitasuch as YouTube,
Firefox, and Google. He then went on to talk about the inenggsportance of so-
cial networking sites. He briefly presented a prototype affansre for the Nokia
N810 where the feedback by the community of a user is takencomsideration
before the software is installed.

J. Bonneau:
Photo Sharing and Content Delivery Networks

In this short presentation, Joseph Bonneau talked abotw gharing privacy prob-
lems with respect to content delivery networks. In a study tte conducted, he
created a photograph and deleted it from web sites such &béeic, Flickr and
MySpace. As these sites increasingly use external contdivedy networks, the
aim of the study was to find out how long it took the content peks to really
delete a photograph that the user had decided to deleteima sases, it took up
to 6 days.

Also, Mr. Bonneau discovered that some of the algorithmsdhmmpanies
were using to generate unique IDs were not very random. Héngas sometimes
possible to remotely access the photographs of registesad.u

A. Partida:
IT security incidents database: A proposal

Mr. Partida was narrating about his efforts on building ausiggincident database.
This database should cover the details (both technical asiddss impact) of real
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cyber security incidents. Mr. Partida was emphasizing theaatages of such a
database with real cases and data, in particular, when g@titegrto motivate sup-

port and funding for security improvements. As he put it: Bgdy pays attention

when one uses statistics that describe the increase in sgberity incidents. How-

ever, when providing concrete examples of what can happeérvaat damage can
be done, people are much more inclined to listen.” Of coursetributors to this

database can decide to which extent they are willing to shéwemation, and the

confidentiality of information has the highest priority. b&rto Partida then called
for potential contributors to contact him.

O. H. Longva:
Activities at SINTEF

In his talk, Mr. Longva talked about three ongoing projed¢tSENTEF. In the Se-
mantic Information Security in Integrated Operations (SURS) project, the aim is
to develop a security and trust framework for the Semantib Weenable the im-
plementation of secure technologies for communicatingumigations supporting
Integrated Operations offshore.

In the Intelligent Access Control and Misuse Detection faakthcare Infor-
mation Systems (iDetect) project, the aim is to have impilaaecess control and
misuse detection in healthcare systems that can be achigvetilizing traces of
user actions recorded in existing audit logs.

In the Metrics for information security incident respon§eR(CSI) project,
SINTEF is working on developing a set of indicators for ireritl management and
methods for measuring these indicators automatically.
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Chapter 4

Conclusions

The consortium feels that the workshop was a great succes®nE, the planned
number of participants was significantly exceeded (103qipaints compared to
a success threshold of 60). Moreover, we managed to attraicthanumber of
well-known researchers from around the world. In fact, twthe invited talks for
the workshop received the best paper awards at the higldgtaed IEEE Security
and Privacy conference that was held a week later. In additi@ also received
positive feedback that demonstrated the need for an imgiatich as FORWARD .

Based on the concrete feedback we received during the waplkasid, in par-
ticular, the discussion sessions, each working group cacobfident that all rel-
evant threats have been covered. Moreover, an initial ngnéind prioritization
step was carried out. In the separate working group meegtimgsvitnessed lively
discussions by the participants. The general feeling dtviies that it is not easy
to rank the threats. However, by guiding and channellingdibeussion, we rated
the threats based on issues such as impact and cost. Thsrauteill serve us
very well during the third and final project phase, in which tnportance and the
inter-dependencies among threats will be analyzed.

With the second workshop, we have created a tremendouslitysior the
FORWARD project, not only in Europe but also among the radeas in the US
and other countries. This is a momentum that we can contimlelitd upon in
the future, and a community building effort that the Eurapsgistems security
landscape will considerably profit from.
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